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SUMMARY

In recent years multigrid algorithms have been applied to increasingly difficult systems of partial
differential equations and major improvements in both speed of convergence and robustness have been
achieved. Problems involving several interacting fluids are of great interest in many industrial applica-
tions, especially in the process and petro-chemical sectors. However, the multifluid version of the
Navier–Stokes equations is extremely complex and represents a challenge to advanced numerical
algorithms. In this paper, we describe an extension of the full approximation storage (FAS) multigrid
algorithm to the multifluid equations. A number of special issues had to be addressed. The first was the
development of a customised, non-linear, coupled relaxation scheme for the smoothing step. Automatic
differentiation was used to facilitate the coding of a robust, globally convergent quasi-Newton method.
It was also necessary to use special inter-grid transfer operators to maintain the realisability of the
solution. Algorithmic details are given and solutions for a series of test problems are compared with those
from a widely validated, commercial code. The new approach has proved to be robust; it achieves
convergence without resorting to specialised initialisation methods. Moreover, even though the rate of
convergence is complex, the method has achieved very good reduction factors: typically five orders of
magnitude in 50 cycles. © 1998 John Wiley & Sons, Ltd.
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1. INTRODUCTION

For the simulation of single-phase viscous flow, the combination of a multigrid procedure and
local quasi-Newton iterative schemes leads to very efficient and robust solvers for the
Navier–Stokes equations (see e.g. References [1,2]). The extension of this methodology to
multiphase flows is a priori promising: in multiphase flows, variables are very tightly and
locally coupled together. In such cases, a local quasi-Newton method may converge signifi-
cantly faster than algorithms which rely on global, rather than local, linearisations, and
therefore constitute a good smoother on which a fast multigrid method can be built.

Our starting point is a parallel, adaptive, multigrid, local quasi-Newton coupled solver for
two-dimensional steady Navier–Stokes flows on staggered grids called pamg [3–5]. Its
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extension to multiphase flows, pamg-multiphase, requires a careful treatment because the
differential operators are far more complex. This is the main object of this paper.

Having defined the equations considered, their discretisation in a finite volume framework is
discussed in section 2 using hybrid first–second-order schemes. In Section 3 the coupled solver
which is at the heart of the algorithm is described. In Section 4 the embedding of this solver
in a multigrid method is considered. Finally, in Sections 5 and 6, some results establishing the
accuracy and efficiency of our implementation are presented. Our main goal is to illustrate the
potential of our approach and investigate some of the outstanding issues for optimised
performance.

2. MULTIPHASE MODEL AND DISCRETISED EQUATIONS

2.1. Basic equations

Multiphase flow is a very challenging problem from the standpoint of numerical simulation
as well as physical modelling, particularly if transient phenomena are considered. Conse-
quently it has attracted attention for a long time [6–10]. In this study, the multiphase flow
model used is the well-known multifluid model [11] where the phases are assumed to be
interpenetrating continua and macroscopic balance equations are derived by an averaging
process. We consider here the flow of M incompressible viscous fluids. In principle, each phase
could have its own pressure field but we apply a single pressure model instead and adopt the
following governing equations:

� M continuity equations of the form

9 · (raua)=0, (1)

� M momentum equations of the form

9 · (ra(raua�ua−Ta))= −ra9pa+ %
M

b=1

cab(ub−ua), (2)

� M constitutive relationships for the viscous stresses

Ta=ma(9ua+ (9ua)T), (3)

� One closure relationship for the volume fractions

%
M

a=1

ra=1, (4)

M−1 closure relationships for the pressures

p1=p2= ···=pM−1, (5)

where the subscripts a and b are phase identifiers. This constitutes a system of 4M equations
for 4M unknowns: ra, ua, 6a and pa for each phase.

There is no transfer of mass between the phases but this could easily be done. Transfer of
momentum is allowed and modelled by algebraic source terms. In this study a simple
momentum transfer model is adopted, known as the mixture model. We take

cab=
CD

dab

rabrarb �ub−ua �, (6)
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APPLICATION OF FAS TO MULTIPHASE FLOW 1219

where the drag coefficient CD and the interfacial length scale dab are known functions of the
flow and rab, the mixture specific mass, is defined as

rab=rara+rbrb.

2.2. Discretisation methods and choices

The partial differential equations (1) and (2) are discretised on a staggered grid (see Figure
1) by a finite volume approach which ensures that numerical fluxes are exactly conserved at
cells boundaries.

Consider first the continuity equations. Some care is needed to obtain stable finite volume
approximations to the actual partial differential equations. The momentum equations are then
considered and hybrid schemes are used in order to avoid instabilities associated with large cell
Reynolds numbers on coarse grids [12]. This extends the methodology used in the single phase
case. The details of the derivation of the discretised conservation equations can be found in
Reference [13]. Its main stages and the results are given here. In order to simplify the
notations, the phase identifiers are dropped everywhere in this section, except for the
momentum inter-phase transfer terms.

2.3. Discretisation of the continuity equations

By integrating Equation (1) over a single cell, applying Green’s theorem and dividing by the
area DxDy of the cell, the discrete continuity equations can be written

[ru ]i+1/2, j− [ru ]i−1/2, j

Dx
+

[r6 ]i, j+1/2− [r6 ]i, j−1/2

Dy
=0. (7)

Figure 1. Arrangement of the staggered grid.
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A staggered grid is used, therefore, all values of r referred must be interpolated. A first obvious
choice is geometric interpolation, giving, e.g. ri+1/2,j � 1

2(ri+1,j+ri,j) and ri,j+1/2 � 1
2(ri,j+1+ri,j).

This is second-order-accurate. However, if Equation (7) is then rewritten as� 1
2Dx

ui+1/2, j

�
ri+1, j−

� 1
2Dx

ui−1/2, j

�
ri−1, j+

� 1
2Dy
6i, j+1/2

�
ri, j+1−

� 1
2Dy
6i, j−1/2

�
ri, j−1

+
� 1

2Dx
(ui+1/2, j−ui−1/2, j)+

1
2Dy

(6i, j+1/2−6i, j−1/2)
n

ri, j=0,

the derivative of the (discrete) mass flux with respect to the volume fraction rij is

1
2Dx

(ui+1/2, j−ui−1/2, j)+
1

2Dy
(6i, j+1/2−6i, j−1/2).

This expression may take small values, expressing the fact that the numerical coupling between
the volume fraction and the continuity residual is weak. Since large corrections are then
generated, geometric interpolation for the volume fractions in the continuity equations leads to
instabilities which prevent convergence. In order to obtain a stable discretisation, a first-order-
accurate upwind interpolation is used for the volume fraction; e.g.

ri+1/2, j

1
2

[(1−sgn(ui+1/2, j))ri+1, j+ (sgn(ui+1/2, j )+1)ri, j ],

where sgn is the sign function: sgn(a)= −1 if xB0 and sgn(x)=1 if x]0.

2.4. Discretisation of the momentum equations

The discretisation of the momentum equations is straightforward and can be performed by
integrating Equation (2) over a rectangular control volume of size (Dx, Dy) centred around
velocity locations, applying Green’s theorem and dividing by Dx Dy. Hybrid differencing is
introduced by selecting an upwind or a centred interpolation formula for the velocities
according to the (discrete) ratio of convective and diffusive terms. The diffusive flux 9 · (rT)
involves extra terms compared with the single-phase equations:

m9 · (r [9u+ (9u)T])=m
�2(rux)x+ [r(uy+6x)]y

[r(6x+uy)]x+2(r6y)y

�
. (8)

When only one phase is present (r=1), this expression simplifies to the usual Newtonian stress
tensor:

m
�uxx+uyy

6xx+6yy

�
,

by application of the continuity equation (1). For multiphase flows, such a simplification is not
possible and the resulting cross derivative terms can affect the convergence speed of the solver.
This is discussed further in Section 6.4.

The discretised momentum equations for phase a are

AC
u ui+1/2, j=AE

u ui+3/2, j+AN
u ui+1/2, j+1+AW

u ui−1/2, j+AS
uui+1/2, j−1+ (VN−VS)

−
rE

rDx
(pi+1, j−pi, j)+

[Qa
u]i+1/2, j

r
, (9)
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APPLICATION OF FAS TO MULTIPHASE FLOW 1221

AC
6 6i, j+1/2=AE

6 6i+1, j+1/2+AN
6 6i, j+3/2+AW

6 6i−1, j+1/2+AS
66i, j−1/2+ (UE−UW)

−
rN

rDy
(pi, j+1−pi, j)+

[Qa
6]i, j+1/2

r
, (10)

where Qa
u and Qa

6 are the discretisations of the inter-phase momentum transfer terms which are
algebraic; e.g.

[Q1
u]i+1/2, j= − [Q2

u]i+1/2, j=CD(r1[r1]E+r2[r2]E)
[r1]E[r2]E

d12

�[u2]i+1/2, j

− [u1]i+1/2, j �([u2]i+1/2, j− [u1]i+1/2, j).

VN, VS, UE and UW are terms encapsulating the multiphase diffusive cross-derivative terms. In
sharp contrast with the continuity equations, the interpolation procedures for the volume
fractions have proved to be non-critical. In particular, we have been able to use second-order-
accurate geometric interpolation formulae. Briefly, the various coefficients appearing in
Equation (9) are defined as follows. The diagonal term is given by

AC
u =AE

u +AN
u +AW

u +AS
u, (11)

where the transport terms are of the form

AE
u =max(2D e

u, �C e
u�)−C e

u, (12)

and similarly for AW
u , AN

u and AS
u. Note that there is no factor 2 in the diffusive contributions

for AN
u and AS

u (see Equation (8)). The convective terms follow the form

C e
u=

1
4Dx

(ui+1/2, j+ui+3/2, j)r e
u,

while the diffusive terms are given by expressions of the type

D e
u=

n

Dx2 r e
u.

Additionally, the cross derivative diffusive terms are discretised as follows:

VN=
1

Dx Dy
nrn

u(6i+1, j+1/2−6i, j+1/2), VS=
1

Dx Dy
nr s

u(6i+1, j−1/2−6i, j−1/2).

It remains to define the volume fractions:

rE=
1
2

(ri+1, j+ri, j), r e
u=ri+1, j, rw

u =ri, j,

rn
u =

1
4

(ri, j+ri+1, j+ri+1, j+1+ri, j+1), r s
u=

1
4

(ri, j+ri+1, j+ri+1, j−1+ri, j−1).

The terms involved in the discrete vertical momentum equation are very similar. This
discretisation is first-order-accurate due to the use of upwind interpolation in the continuity
equations. The momentum equations are second-order-accurate for sufficiently small grid sizes
because hybrid differencing is used.

A range of boundary conditions are possible. At walls, we have non-slip conditions for the
velocities and (nr=0. At outlets, fully developed flow is assumed.
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3. SOLUTION METHOD

3.1. Design

Given discretised equations defined at appropriate nodes on a grid, a large system of
non-linear algebraic equations must be solved. This is achieved by an iterative procedure
known as the symmetrical coupled Gauss–Seidel method (SCGS) introduced by Vanka [1]: for
each iteration, we consider every computational cell in the domain ordered in lexicographic
order, write a local system of equations which is therefore much smaller and correct the
unknowns with a single Newton step. This process is repeated until the residual, measured by
an appropriate vector norm, is small enough.

This approach (i) takes into account the strong local coupling between dependent variables
and (ii) provides a local linearisation with good smoothing properties on which an efficient
multigrid method can be added. See References [1,3] for its application to single-phase
problems.

3.2. The local Newton method

If we consider a single computational cell (i, j ), 12 equations can be written for the 12
unknowns defined on that cell. For each phase, a continuity equation, two horizontal
momentum equations centred around the points (i−1/2, j ) and (i+1/2, j ) respectively and
two horizontal momentum equations centred around the points (i, j−1/2) and (i, j+1/2)
respectively, can be written. The problem is closed by

[p1]i, j− [p2]i, j=0,

and

[r1]i, j+ [r2]i, j=1,

to obtain a non-linear system of algebraic equations:

f(F)=0, (13)

where

F= ([u1]i−1/2, j [u1]i+1/2, j [61]i, j−1/2 [61]i, j+1/2 [p1]i, j [u2]i−1/2, j [u2]i+1/2, j [62]i, j−1/2

[62]i, j+1/2 [p2]i, j [r1]i, j [r2]i, j)T,

If J denotes the Jacobian of f on the cell (i, j ) with respect to F, and F(n) is an approximation
of the solution F of Equation (13), then the Newton correction DF is defined by

JDF= − f(F(n)). (14)

After inversion of this system, the approximation of the solution can be updated: F(n+1)=
F(n)+DF.

3.2.1. Expressions for the Jacobian. In such a Newton method, the key problem is to
compute J. This may be cumbersome as the number of variable increases. Also, the presence
of boundaries may complicate the derivation of correct expressions.

In some cases, the expressions for J can be approximated: in the single-phase pamg code for
instance, J is obtained after approximating f(F) by A(F)F and neglecting the non-diagonal
velocity entries. Experimental evidence seems to suggest that in the case of multiphase flow, the
expressions for the Jacobian need to be much more accurate than in the single-phase case, due

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1217–1239 (1998)
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to the increased degree of non-linearity. In particular, a straightforward extension of the
expressions derived in Reference [4] has proved insufficient to ensure the convergence of the
method.

In the present study, automatic differentiation was used to obtain expressions for the
Jacobian. The particular software used, the AD01 package of the Harwell Subroutine Library
[14], is not a pre-processor but a collection of routines which compute the derivatives of an
expression at run-time by relying on the operator overloading capabilities of fortran90. This
has important advantages for code development:

� it automatically ensures that the Jacobian and the residual in Equation (14) are consistent
with each other;

� different discretisation options can be tested easily with minimal code writing.

When a good discretisation has been obtained, the Jacobian can be computed in an optimised
way.

3.2.2. Globally con6ergent Newton methods. It is well known that Newton’s method is not
globally convergent: if the initial guess is not close enough to the actual solution, the method
may fail because it takes corrective steps which are too large. This is particularly true if the
condition number of J is large.

For single-phase flow computations, the failure of the local Newton method to converge
usually indicates an error in the computer code. For multiphase computations, in contrast, we
have consistently observed that the basic Newton method fails to converge. An obvious
hypothesis is that the system solved is much more non-linear than in the single-phase case.

In order to make the Newton method convergent, we have supplemented it with line
searching [15]. Given the correction step DF defined by Equation (14), the new approximation
of the solution is defined by

F(n+1)=F(n)+lDF. (15)

The scaling factor l is chosen so that the correction reduces the Euclidean norm of f:


F(n+1)
2B
F(n)
2. (16)

It is always possible to find l for which Equation (16) is satisfied because the direction of the
Newton correction is a descent direction for the Euclidean norm. The only exception is the
case where the approximation is a local minimum, but in practice, this does not cause any
problems.

3.2.3. Relaxation. Although line searching can be thought of as an intelligent underrelax-
ation procedure, it is not sufficient alone to ensure convergence on fine grids. This was
remedied by the application of additional underrelaxation with factors ranging from 0.6 to 0.8.
This is far higher than the value used with conventional methods.

4. MULTIGRID COMPUTATIONS

Multigrid methods are fast solvers, originally developed for elliptic partial differential equa-
tions [16–20] which have been successfully applied to other types of partial differential
equations as well as non-differential problems [21].

By combining a local quasi-Newton solver and a multigrid method, we aim at designing an
algorithm which will be fast and robust. The two procedures are complementary in the sense
that they deal effectively with high and low frequencies in the error respectively.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1217–1239 (1998)
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In this study, the full approximation storage (FAS) variant of the multigrid method has been
implemented. It has been specifically developed for systems of non-linear equations, as
opposed to the correction storage (CS) scheme which is restricted to linear equations. An
overview of the solution algorithm together with the grid transfer operators used for multi-
phase flows are given in this section. Details of the implementation for single-phase flows and
multiphase flows can be found in References [4] and [13] respectively.

4.1. FAS solution algorithm

We define a sequence of successively finer uniform grids k=1, k such that

Dxk=Dyk=
1
2

Dxk−1=
1
2

Dyk−1, k=2, k.

We seek to solve, on the finest grid k=k, the non-linear system of algebraic equations:

Lk(wk)= fk.

In FAS, as with CS, given an approximation w̃k
(n) of the solution wk, we seek to compute a

correction Dw̃k to give the next approximation of the solution: w̃k
(n+1)=w̃k

(n)+Dw̃k. This
correction is computed on the next coarser grid k=k−1 so that the low frequencies of the
fine grid error can be more effectively damped. This coarse grid correction is then interpolated
back to the fine grid using a prolongation operator Ik−1

k : Dw̃k=Ik−1
k (Dw̃k−1). The difference

between the FAS and CS schemes arises from the definition of the coarse grid problem. In the
CS scheme, the coarse grid correction is obtained by solving a residual equation. Conse-
quently, only the fine grid residuals need to be interpolated to the coarse grid. In FAS, the
error equation has to be modified due to the non-linearity of the problem. It is necessary to
restrict to the coarse grid both the residuals and the approximation of the fine grid solution,
using two restriction operators, Ik

k−1 and I. k
k−1 respectively.

The following problem is therefore posed on the coarse grid:

Lk−1(w̃k−1)= fk−1,

with

fk−1
Ik
k−1(fk−Lk(w̃k))+Lk−1(I. k

k−1w̃k).

The coarse grid correction is then defined as

Dw̃k−1
w̃k−1−I. k
k−1(w̃k).

4.2. Grid transfer operators for multiphase flows

Given a multigrid single-phase code such as pamg, the adaptation for multiphase flows
requires chiefly (i) a restriction operator for the volume fractions and (ii) a prolongation
operator for the volume fraction corrections. Velocities and pressures are handled in the same
way as in single-phase flows in both the restrictions and prolongation steps. Setting if=2ic and
jf=2jc, we have

� restriction of the velocities; e.g.

uic+1/2, jc
(c) =

1
2

(uif+1/2, jf−1
(f) +uif+1/2, jf

(f) ), (17)

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1217–1239 (1998)
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� restriction of the pressures:

pic, jc
(c) =

1
4

(pif−1, jf−1
(f) +pif−1, jf

(f) +pif−1, jf
(f) +pif, jf

(f) ), (18)

� prolongation of the velocities corrections; for the horizontal component, this takes the form

Duif+1/2, jf
(f) =Duic+1/2, jc

(c) +
1
8

Duic+1/2, jc+1
(c) −

1
8

Duic+1/2, jc−1
(c) . (19)

The correction for the vertical velocities are defined in a similar way. These operators are
not the ‘standard’ operators for the prolongation of a edge-defined quantity. They are
actually a modification of these operators so that for single-phase flows, mass fluxes are
conserved by the prolongation. This property, which the usual prolongation operators do
not share, is crucial for the successful implementation of adaptive gridding [3]. For
multiphase flows, the operator (19) needs to be modified further to ensure the conservation
of mass fluxes.

� prolongation of the pressures corrections: we can choose either first-order interpolation

Dpif, jf
(f) =Dpif, jf−1

(f) =Dpif−1, jf
(f) =Dpif−1, jf−1

(f) =Dpic, jc
(c) , (20)

or, alternatively, second-order formulae of the type

Dpif, jf
(f) =

1
16

(9Dpic, jc
(c) +3Dpic+1, jc

(c) +3Dpic, jc+1
(c) +Dpic+1, jc+1

(c) ). (21)

The transfer of residuals to coarser grids can be done using simple operators. Firstly, the
residuals for the closure relationships (4) and (5) are always zero on all grids, provided they are
satisfied by the initial guess, and therefore do not need to be restricted.

The residuals of the momentum equations are defined on cell edges. Therefore, the same
operators are used as for the velocities. The horizontal momentum residuals are restricted
using Equation (17), while the vertical momentum equations are restricted using a similar
expression. The continuity residuals are cell-centred and accordingly, Equation (18) is used for
their restriction to the coarse grid.

It remains to define transfer operators for the volume fractions. Since they are cell-centred
quantities, the same operators as for the pressure are used, i.e. Equations (18) and (20) are
used for the restriction and the prolongation respectively. If the second-order-accurate
prolongation procedure is chosen instead, it is necessary to pay attention to the treatment of
the boundary values. In order to keep the operator as simple as possible, we have opted for
first-order prolongation. Although conventional multigrid wisdom indicates that higher order
of accuracy is advisable for the grid transfer operators, in the present form of the algorithm,
interpolation errors do not appear to be predominant [13].

4.3. Prolongation and physically admissible solutions

When fine grid volume fractions are restricted to the next coarser grid, it is impossible to
generate non-physical values on the coarse grid, provided that all volume fractions take
physically acceptable values on the fine grid. This is due to the existence of a maximum
principle which insures that the interpolated values are bounded by the interpolants. By
contrast, in the prolongation stage, it is possible to correct the fine grid volume fractions in
such a way that they become non-physical. Obviously, this is more likely when residuals are
still high or when the solution field for the volume fractions locally approaches one or zero.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1217–1239 (1998)
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Figure 2. Geometry of the two-phase channel flow problem.

When non-physical values are generated, the multigrid algorithm, not surprisingly, quickly
diverges. The solution is to test the fine grid values after correction and reset them to
physical values if necessary:

if
if

r ij
(f)\1,

r ij
(f)B0,

set
set

r if
(f)=1−e

r ij
(f)=e

, (22)

where e is a small number (typically 10−6), added so that correction systems are not made
singular by the presence of an exactly zero volume fraction. Alternatively, corrections may
be discarded if they lead to non-physical values for the volume fractions:

if
if

r ij,old
(f) +Drij\1,

r ij,old
(f) +DrijB0,

set
set

r ij,new
(f) =r ij,old

(f)

r ij,new
(f) =r ij,old

(f) . (23)

The results presented here have been obtained using the second procedure.

4.4. Cycling strategies

It remains to specify the cycling strategy to completely define the multigrid solver. ‘V’
cycles are not applicable, due to the high degree of non-linearity. Instead, we have chosen
‘F’ cycles which are often as robust as the ‘W’ cycles but less costly. Computations always
start on the coarsest grid as in the full multigrid procedure. Two SCGS sweeps are per-
formed after a prolongation and a further two before a restriction. The same SCGS
smoother [4] is used on the coarsest grid, rather than a direct solver.

5. ACCURACY OF THE SOLVER

This section aims at validating our implementation and assessing the accuracy of our
two-phase computations. Full details as well as other test cases can be found in Reference
[13].

5.1. Problem 1: Two-phase channel flow

5.1.1. Problem definition. Firstly, we consider a two-phase flow in a channel. This is a
very simple geometry. Nevertheless, phase separation renders the flow much more compli-
cated than in the single-phase case. The computational domain (see Figure 2) is a simple
rectangle with 0BxB3, 0ByB1. The coarsest grid defined contains 48 cells, and its
resolution is Dx1=Dy1=0.25. The fluids are defined by the following physical properties:

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 1217–1239 (1998)
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DensityReynolds number Viscosity

m1=0.01Re1=100 r2=1.0
r2=0.5Re2=100 m2=0.005

Here, the Reynolds number has been defined as a simple extension of the usual single-phase
definition:

Rea=
rauad

ma

.

The characteristic length d is the channel width at the inlet. Inter-phase momentum transfers
are not allowed for this case.

5.1.2. Main features of the solution. Since both phases share the same pressure field, the
phase with less inertia is accelerated relative to the other (Figure 3(a,b)). As a result, there is
significant flow separation as shown by the volume fraction field (Figure 3(c)). Along the main
direction of the flow as well as across the channel width, it can clearly be seen that each phase
has a very distinct velocity field (Figure 3(a,c)).

The result of the simulations also indicates that the flow evolves toward a layered pattern
with the more viscous phase concentrated toward the sides of the channel (Figure 3(c)). This
is likely to correspond to a minimal energy configuration.

5.1.3. Comparisons with CFX 4.1 solutions. The solutions given by pamg-multiphase have
been compared with those provided by the well-validated CFX 4.1 code which uses the IPSA
algorithm [22,23] to solve the same multifluid equations. Figure 4 shows that good agreement
is obtained, although the solution algorithms are significantly different. For instance, CFX 4.1
uses non-staggered grids and Rhie-Chow interpolation to side-step the odd–even decoupling of
the pressure.

5.1.4. Grid independence of the solutions. Studies of the grid independence of the solution
have been carried out (see Figure 5). They support the conclusion that provided the finer grid
is fine enough, the results provided by pamg-multiphase have a significant degree of grid
independence. There is one exception: the volume fractions. Their evolution across the pipe is
strongly dependent on the grid size (see Figure 5(b)). Figure 5(c) shows that the CFX 4.1
solutions share this feature to some extent, even though they are based on a different
formulation. Hence, the fact that very fine grids are necessary to accurately resolve the volume
fraction is likely to be a fundamental property of the equations as opposed to a characteristic
of our discretisation.

5.2. Problem 2: Two-phase flow through a T-junction with two inlets

5.2.1. Problem description. In this second multiphase test problem, a two-phase flow through
a T-junction with two inlets is considered. The aim is to demonstrate the correctness of the
code for relatively complex flow patterns due to phase separation and mixing.

The two inlets case is simpler than the two outlets configuration because the extent of
recirculation zones is minimised. In the context of multiphase flows, the presence of recircula-
tion zones raises the issue of the well-posedness of the steady problem. If more than one phase
is recirculating at one point, then the mass fractions of the recirculating phases are arbitrary
and several solutions are possible.
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The geometry of the problem is shown in Figure 6.
The operating fluids have the following physical properties (the Reynolds number is based

on the channel width):

Figure 3. Two-phase channel flow—pamg-multiphase results—(a) horizontal velocity profiles along the line y=0.5;
(b) horizontal velocity profiles along the line x=2.5; (c) volume fraction profile for phase 1 along the line x=2.5.
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Figure 4. Two-phase channel flow—comparison of pamg-multiphase and CFX 4.1 results—(a) Pressure profiles along
the line y=0.5 (phase 1) after normalisation; (b) horizontal velocity profiles along the line x=2.5 (phase 1); (c)

volume fraction profiles along the line x=2.5 (phase 1).

Reynolds number Viscosity Density

m1=0.01 r1=1.0Re1=100
Re2=75 m2=0.0066 r2=0.5
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For this test case, we allow inter-phase momentum transfers and use the mixture model given
by Equation 6. For the sake of simplicity, the drag coefficient and the inter-facial length are
constants rather than dependent on the state of the flow. The values are

CD=1, dab=0.1.

Figure 5. Two-phase channel flow. Grid independence for pamg-multiphase results. (a) Horizontal velocity profiles
along the line y=0.5 (phase 1); (b) volume fraction profiles along the line x=2.5 (phase 1); (c) volume fraction

profiles along the line x=2.5 (phase 1).
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Figure 6. Geometry of the two-phase T-junction problem.

Figure 7. Multiphase T-junction problem. Streamlines for phase 1 (a) and 2 (b). Note the recirculation zone for phase
2.

Note that the inter-phase momentum transfer terms have a stabilising effect on the computa-
tions, since they tend to equilibrate the phase velocities. Finally, the coarsest grid (level 1)
contains 146 cells and its resolution is Dx1=Dy1=0.25.

5.2.2. Flow solution and discussion. Figure 7 shows the streamlines observed for each phase.
Some solution profiles are shown in Figure 8. When the junction is reached, the phase with less
inertia is forced by the other phase toward the bottom of the exit section of the junction and
the flow becomes stratified, as Figure 8(b) clearly shows. Note that gravity is not included in
the model.

When the solutions are compared with those provided by CFX 4.1, a very good measure of
agreement is again observed. In particular, the pressure drop is correctly estimated (Figure
8(a)). The pamg-multiphase solutions obtained for different grid sizes (h=Dx=Dy=0.0625
and h=Dx=Dy=0.03125) have been compared and in sharp contrast to the solutions obtained
for the two-phase channel flow, they are significantly more grid-independent (Figure 9).

6. EFFICIENCY OF THE SOLVER

Having validated our implementation, we now turn our attention to the question of the
efficiency of the solution algorithm, both in terms of robustness and speed of convergence and
computational complexity.
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Figure 8. Multiphase T-junction problem. Comparison of pamg-multiphase and CFX 4.1 results. (a): Pressure profiles along the line y=0.5 after normalisation; (b)
volume fraction profiles along the line x=3.5; (c) horizontal velocity profiles along the line y=0.5; (d) vertical velocity profile along the line y=0.5.
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Figure 9. Multiphase T-junction problem. Grid independence for pamg-multiphase results. Volume fraction profiles
along the line x=6.5 (phase 1).

6.1. Robustness

The efficiency of the multigrid solver can be assessed using two criteria: the speed of
convergence on the one hand, and the robustness of the computations. Because the solution of
the problem is obtained on different grids, with different amount of numerical diffusion being
added, and since computations always start on the coarsest grid, our solution method
implicitly defines a continuation method and is consequently very robust. The convergence of
the solver is quite independent from the quality of the initial guess. All results reported here
were obtained using unrefined initial guesses: u=6=p=0 and r1=r2=1/2 on the entire
computational domain (except at boundaries).

6.2. Multigrid acceleration

We now turn our attention to the convergence rates and first remark that the FAS multigrid
method significantly accelerates the speed of convergence of the single grid quasi-Newton
coupled solver. For the two-phase channel flow problem, a three-grid computation using an ‘F’
cycle is five times faster than the corresponding single grid computation (Figure 10(a)). For the
multiphase T-junction problem, the multigrid method works even better as an acceleration
technique because it allows a 20-fold increase in speed compared with single grid computations
(Figure 10(b)). The comparison here was also carried out on level three uniform grids. The
work unit is defined as the cost of one relaxation sweep on the finest grid.

6.3. Muitigrid con6ergence factors and grid resolution

If a multigrid method works well, one of its benefits is that convergence rates are very
largely grid-independent, at least for linear problems. A good multigrid method is therefore an
optimal solver (order-wise) for discrete equations. This property was not observed for our
multiphase computations.

This is particularly striking for the two-phase channel flow problem. Convergence histories
for computations where the finest mesh size is h=Dx=Dy is 1/16, 1/32 and 1/64 respectively,
are shown in Figure 11(a). It is obvious that the convergence factors do not scale very well
with the mesh size (see Table I).
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Figure 10. Convergence of solution for multi-grid computations and the equivalent single grid computation. (a)
Two-phase channel flow; (b) Two-phase T-junction.

Although FAS is directly applicable to non-linear problems and actually removes the need
for a linearisation, a non-linear problem will still be harder to solve because the grid operators,
as well as the solutions, must be approximated. For complex non-linear problems the
operators may be very different on different grids, and their adjustment (via the defects) will
require time. Hence, the dependency of convergence factors on the grid size may primarily be
a feature of the multifluid equations. The situation is quite similar to the multigrid simulation
of hyperbolic equations: multigrid is a very successful acceleration technique but it is not
optimal order-wise [24,25].

Table I. Average convergence factors for the two-phase channel
flow problem

Mesh size Average convergence factorNumber of cells
h=Dx=Dy (per relaxation work unit)

192 0.9000.125
0.0625 768 0.914

0.9423 0720.03125
0.015625 12 288 0.964
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Figure 11. Convergence factors for multigrid computations for different mesh sizes h=Dx=Dy. (a) Two-phase
channel flow problem; (b) two-phase T-junction flow problem.

Certainly, grid-independence studies provide support to this argument. They have indi-
cated that multiphase solutions, particularly the volume fraction fields, may be quite sensi-
tive to the grid size. It is interesting therefore to note that for the two-phase T-junction
problem, where the volume fractions are more grid-independent, the convergence factors on
different grids do not vary so much, as Figure 11(b) and Table II show. It is quite
surprising to see that the convergence factor is slightly improved on finer grids although the
number of cycles required to obtain convergence is larger. This is due to the fact that the
coarse grid (iterative) solver has less and less weight in the multigrid cycle.

Careful examination of Figure 11(a) reveals that in some regions of the convergence
history, the convergence factors for the channel problem are almost grid-independent (see
Table III). Globally, the history can be divided into three main regions, according to the
average residual:

� Up to 10−6, the convergence factors are very grid-dependent. It can be argued that during
this phase, the non-linearities are being treated and the approximation of the operators are
progressively more accurate. We refer to this as the ‘plateau’ phase because convergence
factors are strongly degraded.
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Table II. Average convergence factors for the two-phase T-junction
problem

Mesh size Average convergence factorNumber of cells
h=Dx=Dy (per relaxation work unit)

0.125 576 0.9879
2304 0.96660.0625

0.03125 9216 0.9656

� Between 10−6 and 10−8, convergence factors are grid-independent to a large extent.
� Below 10−8, convergence factors are again grid-dependent. Some evidence (see, e.g. Section

6.4) suggests that this is not a consequence of round-off errors. Rather, it is likely that in
this region, another part of the operator dominates.

The properties of the differential operator of interest here are not yet fully understood but
a large body of evidence indicates that (non-linear) diffusive effects play a key role in
determining the convergence rates of our solver.

6.4. Effect of different formulations of the stress tensor flux

More specifically, the multiphase cross-derivative terms introduced in the diffusive flux
9 · (rT) are dominant in the ‘plateau’ phase. These ‘extra’ diffusive terms further couple the
momentum equations together and are analogous to hyperbolic operators. It can be shown
that they are associated with spatial variations of the volume fraction.

When the multiphase diffusive terms are omitted, i.e.
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is replaced by

Table III. Average convergence factors for the two-phase channel flow, depending on the value
of the average residual

Mesh size Average convergence factor
h=Dx=Dy

below 10−8to 10−4 between 10−4 and 10−6 between 10−6 and 10−8

0.125 0.902 0.902 0.906 0.890
0.9180.8760.8640.9410.0625

0.8860.03125 0.9010.965 0.945
0.978 0.936 0.896 0.9680.015625
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Figure 12. Two-phase channel flow—comparison of volume fraction profiles along the line x=2.5 for the partial
diffusion model for different mesh sizes h=Dx=Dy—phase 1.
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both the flow solutions and the convergence rates are modified. It clearly appears that the extra
terms have a diffusive effect on the volume fraction (compare Figures 5(b) and 12). Because
they diffuse the volume fractions, the cross derivative terms actually stabilise the computations.

The slow multigrid convergence factors during the ‘plateau’ phase can be attributed to the
presence of extra terms in the stress tensor flux (compare Figures 13 and 11(a)). We also
observe that on fine grids, the degradation of the convergence factors for very low residuals is
removed when the extra diffusive terms are turned off. As a result, asymptotic convergence
factors are also much more grid-independent (see Table IV) except for grid 5 where, due to the
volume fractions tends toward zero and one in certain regions, the conditioning of the
quasi-Newton solvers is very significantly worse than on level 4 (see Table V).

Table IV. Multiphase channel flow problem—comparison of global and
asymptotic convergence factors for computations on different finest levels for

equations with full and partial stress tensor flux 9 · (rT)

Full diffusionMesh size Partial diffusion
h=Dx=Dy

Global Global AsymptoticAsymptotic

0.125 0.9107 0.9018 0.9004 0.8987
0.9230 0.9145 0.90310.0625 0.9141

0.9115 0.94170.9358 0.92320.03125
0.9517 0.9322 0.96360.015625 0.9520
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Table V. Comparison of a6erage and maximum condition numbers of the
Newton correction systems on different grid levels, and for computations on

different finest levels, with the partial stress tensor flux 9 · (rT)

h=03125h=0.015625Grid level

MaximumAverageMaximumAverage

7.2×101 7.1×1011 7.0×101 7.3×101

1.5×1022.5×102 1.6×1021.7×1022
6.3×102 3.5×103 3.0×102 3.7×1023

1.7×1036.1×1021.3×1055.8×1034
– –5 8.4×104 5.1×106

7. CONCLUSIONS AND FURTHER WORK

We have applied the FAS multigrid method to the equations governing steady two-dimen-
sional, incompressible viscous two-phase flows in the multifluid model. The (steady) multifluid
equations present a level of complexity far higher than their single fluid equivalents: in
particular, they are very strongly non-linear, even at small Reynolds numbers.

Our main result is that a symmetrical coupled Gauss–Seidel procedure based on a local
quasi-Newton solver which couples locally the discretised equations is of sufficient quality to
allow very significant multigrid acceleration, typically by an order of magnitude.

We have also observed that upwind interpolation of the volume fractions in the continuity
equations is necessary to obtain a stable discretisation. This is connected with the issue of
numerical coupling and second-order-accurate discretisation may be possible. Furthermore,
due to the degree of non-linearity of the operator, the Newton step requires the addition of line
searching so that it becomes globally convergent.

Associated benefits to our solution strategy are on the one hand, a good degree of
robustness since convergence is not dependent on the quality of the initial guess and on the
other hand, a natural framework for the implementation of space adaptation. The implemen-
tation of adaptive gridding, which can be done in a fully automatic way, will be very beneficial
because fine grid resolution is needed in specific regions to accurately resolve the volume
fractions. This will be the subject of a further paper.

Figure 13. Two-phase channel flow—comparison of the convergence histories for the partial diffusion model for
different mesh sizes h=Dx=Dy.
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In many cases, the observed convergence rates are not grid-independent. We have high-
lighted two important factors:

� The operators are very non-linear. Therefore, the adjustment of both the operators and the
solutions on different grids (via the FAS defects) will require considerable effort. It has been
shown that the volume fraction field can be very grid-dependent.

� Our chosen constitutive relationship for the diffusive stresses involves cross derivative terms
which are not well handled by the multigrid method.

Further analysis of the method and the use of techniques such as operator-dependent
interpolation [21], may eliminate some of these bottle-necks. This work is in hand. It should
be noted that we have been extremely demanding, requiring a reduction of up to nine orders
of magnitude in residuals. We have been able to obtain these results in very few cycles. The
performance remains very good at more relaxed tolerances.
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